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PRACTICAL SIGNIFICANCE:
A CONCEPT WHOSE TIME HAS COME

ROGER E. KIRK
Baylor University

Statistical significance is concerned with whether a research result is due to chance or
sampling variability; practical significance is concerned with whether the result is useful
in the real world. A growing awareness of the limitations of null hypothesis significance
tests has led to a search for ways to supplement these procedures. A variety of supple-
mentary measures of effect magnitude have been proposed. The use of these procedures
in four APA journals is examined, and an approach to assessing the practical significance
of data is described.

For almost 70 years, null hypothesis significance testing has been an
integral part of the research enterprise in which behavioral and educational
researchers engage. And for almost 70 years, null hypothesis significance
testing has been surrounded by controversy. The acrimonious exchanges
between Ronald Fisher and his adversaries, Jerzy Neyman and Egon Pearson,
set the pattern for the debate that has continued to this day. By 1925, Fisher
had worked out most of the ideas underlying hypothesis testing, including
the theory of point estimation, consistency, efficiency, sufficiency, randomi-
zation, and maximum likelihood estimation. Three years later, Neyman and
Pearson (1928) contributed the ideas of Type I and Type II errors and a
predetermined level of significance, the final ingredients of present-day
hypothesis testing.

This article is based on my presidential address delivered at the Southwestern Psychological
Association meeting in Houston, TX, April 5, 1996. Appreciation is expressed to Robert J. Boik,
Harvey Keselman, Joel R. Levin, Robert Rosenthal, and Charles Wilkins for their thoughtful
comments on an earlier draft of this article. Correspondence concerning this article should be
addressed to Roger E. Kirk, Department of Psychology, Baylor University, Waco, TX 76798-7334.
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One of the earliest serious challenges to the logic and usefulness of null
hypothesis significance testing appeared in a 1938 article by Joseph Berkson
in the Journal of the American Statistical Association. Since then, there has
been a crescendo of challenges (Carver, 1978; Cohen, 1990, 1994; Falk &
Greenbaum, 1995; Guttman, 1985; Lykken, 1968; Meehl, 1967; Oakes, 1986;
Rozeboom, 1960; Schmidt, 1996b). Some of the articles are included in the
edited book by Morrison and Henkel (1970) titled The Significance Test
Controversy and a book that I edited titled Statistical Issues (Kirk, 1972). An
excellent, more recent examination of hypothesis testing is contained in the
1993 summer volume of the Journal of Experimental Education edited by
Bruce Thompson. The one individual most responsible for bringing the
shortcomings of hypothesis testing to the attention of behavioral and educa-
tional researchers is Jacob Cohen. His American Psychologist atticles, “Things
I have learned (so far)” and “The earth is round (p < .05),” are classics (Cohen,
1990, 1994).

What are the major criticisms of classical null hypothesis significance
testing? Three criticisms are mentioned frequently. The first criticism is that
the procedure doesn’t tell researchers what they want to know. To put it
another way, null hypothesis significance testing and scientific inference
address different questions. In scientific inference, what we want to know is
the probability that the null hypothesis (Hp) is true given that we have
obtained a set of data (D); that is, p(H,lD). What null hypothesis significance
testing tells us is the probability of obtaining these data or more extreme data
if the null hypothesis is true, p(DIH,). Unfortunately for researchers, obtain-
ing data for which p(DIHy) is low does not imply that p(HylD) also is low.
Researchers reason incorrectly that if the p value associated with a test
statistic is suitably small, say, less than .05, the null hypothesis is probably
false. This form of deductive reasoning has been referred to by Falk and
Greenbaum (1995) as the “illusion of probabilistic proof by contradiction.”
Associated with this form of reasoning are the incorrect, widespread beliefs
that (a) the p value is the probability that the null hypothesis is correct, and
(b) the complement of the p value is the probability that a significant result
will be found in a replication.

A second criticism of null hypothesis significance testing is that it is a
trivial exercise. As John Tukey (1991) wrote, “the effects of A and B are
always different—in some decimal place—for any A and B. Thus asking ‘Are
the effects different?’ is foolish” (p. 100). Because the null hypothesis is
always false, a decision to reject it simply indicates that the research design
had adequate power to detect a true state of affairs, which may or may not be
a large effect or even a useful effect. It is ironic that a ritualistic adherence to
null hypothesis significance testing has led researchers to focus on control-
ling the Type I error that cannot occur because all null hypotheses are false
while allowing the Type II error that can occur to exceed acceptable levels,
often as high as .50 to .80 (Cohen, 1962, 1969, 1990, 1994).
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A third criticism of null hypothesis significance testing is that by adopting
a fixed level of significance, a researcher turns a continuum of uncertainty
into a dichotomous reject-do-not-reject decision. The use of this decision
strategy can lead to the anomalous situation in which two researchers obtain
identical treatment effects but draw different conclusions from their research.
One researcher, for example, might obtain a p value of .06 and decide to not
reject the null hypothesis. The other researcher uses slightly larger samples
and obtains a p value of .05, which leads to a rejection. What is troubling here
is that identical treatment effects can lead to different decisions. The comment
by Rosnow and Rosenthal (1989) is pertinent: “Surely, God loves the .06
nearly as much as the .05” (p. 1277). Another problem associated with the
dichotomous decision rule is that some researchers mistakenly interpret a
failure to reject the null hypothesis as evidence for accepting it.

Supplementing the Null Hypothesis Significance Test

These criticisms and others (see Carver, 1978; Cronbach, 1975; Oakes,
1986; Shulman, 1970) led quantitative psychologists to look for ways to
supplement a null hypothesis significance test. As we have seen, the rejection
of a null hypothesis is not very informative. We know in advance that the
hypothesis is false. In spite of this, we compute a test statistic that enables us
to specify the probability of obtaining a difference as large as or larger than
that observed if the null hypothesis is true. If the p value is equal to or less
than, say, .05, we conclude that we have obtained a result for which chance
or sampling variability is an unlikely explanation, and we reject the null
hypothesis. Notice that the emphasis is on rejecting the null hypothesis and
the size of the p value. The emphasis should be on the data and whether the
data support the scientific hypothesis. This is not a new idea. It was originally
touched on by Karl Pearson in 1901 and more explicitly in 1925 by Ronald
Fisher. Fisher (1925) proposed that researchers supplement the significance
test in analysis of variance with the correlation ratio or eta, which measures
the strength of the association between the independent and dependent variables.
Since then, quantitative psychologists have proposed a variety of supplemen-
tary measures. I will use the term effect magnitude to refer to all such
measures. The measures fall into one of three categories as shown in Table
1. The categories are (a) measures of strength of association, (b) measures of
effect size (typically, standardized mean differences), and (c) other measures.
Forty measures are listed in Table 1. As we will see, a survey of four APA
Jjournals found that only two of the measures are used frequently.

The idea of supplementing the null hypothesis significance test reappears
from time to time. The idea received a major boost in 1940 when Peters and
VanVoorhis, in their classic text, advocated reporting Kelley’s epsilon, an-
other measure of strength of association, with the analysis of variance F
statistic. The reason they gave is that
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Table 1

Measures of Effect Magnitude

Measures of Strength

of Association Measures of Effect Size Other measures

r, o, 7% R RE, M, M, Cohen’s (1988) 4., g, b, ¢, w Cohen’s (1988) Uy, Us, Us

Nmult, ¢

Cohen’s (1988) f 2 Glass’s (1976) g’ Logit &’

Contingency coefficient ~ Hedges’s (1981) g McGraw and Wong’s (1992)
common language effect
size (CL)

Cramér’s (1946) V Rosenthal and Rubin’s (1989) I1 Odds Ratio (('f)2 )

Fisher’s (1921) Z Tang’s (1938) ¢ Preece’s (1983) ratio of
success rates

Hays’s (1963) o’ and p1 Probit &

Kelley’s (1935) €2 Relative risk

Kendall’s (1963) W Risk difference

Tatsuoka’s (1973) Ol ¢ Rosenthal and Rubin’s
(1982) binomial effect size
display (BESD)

Rosenthal and Rubin’s

(1994) counternull value of
an effect size (EScounternull)

the F and z tests employed with analysis of variance do not directly indicate
the strength of the relation that is present, but only its reliability. . . . Epsilon
on the other hand, shows in language with a uniform meaning what is the
strength of the relation that is present. (p. 353)

Twenty-six years later, Glass and Hakstian (1969) observed that

periodically, researchers have been reminded that test statistics (e.g., t-ratios,
F-ratios) serve only to indicate the inferential stability (statistical significance)
of observed results. Various measures of association have been developed over
the years to address the question of the strength of relationship between the
independent and dependent variables in comparative experiments. (p. 403)

Three measures of strength of association between a categorical variable
and a continuous variable are shown in Table 2. Kelley (1935) developed the
epsilon squared measure to correct for the positive bias in eta squared. Neither
epsilon squared nor Hays’s (1963) omega squared that appeared in 1963 are
unbiased estimators, and neither captured the fancy of researchers like d,
introduced by Cohen (1969). Cohen’s d was the first effect size measure that
was explicitly labeled as such. As the formula in Table 2 shows, d expresses
the size of the population treatment effect in units of the common population
standard deviation. What made Cohen’s contribution unique is that he pro-
vided guidelines for interpreting the magnitude of d. According to Cohen
(1992), a medium effect of .5 is visible to the naked eye of a careful observer.
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Table 2
Early Measures of Effect Magnitude

Measures of Strength of Association

Fisher (1925) n2 =§%g
Kelley (1935) 2_ SSBG-( sps; 01) MSWG
Measures of Effect Size

d=.2 is a small effect
Cohen (1969) a=bi=2 d=5 is amedium effect

s d=8 isalarge effect
, YE-YC
Glass (1976) £=7%¢
Ye-Y.
Hedges (1981) &= ;ooledc

Several surveys have found that .5 approximates the average size of observed
effects in various fields (Cooper & Findley, 1982; Haase, Waechter, &
Solomon, 1982; Sedlmeier & Gigerenzer, 1989). A small effect of .2 is
noticeably smaller than medium but not so small as to be trivial. A large effect
of .8 is the same distance above medium as small is below it. These
operational definitions turned his measure of effect size into a much more
useful statistic. For the first time, researchers had guidelines for interpreting
the size of treatment effects. But the usefulness of d did not stop there. The
d parameter could be used to estimate the sample size necessary to detect
small, medium, and large effects and to assess the power of a research design
to detect various size effects. Cohen extended his work by developing guide-
lines for interpreting correlation coefficients, regression coefficients, differ-
ences between correlation coefficients, proportions, differences between
proportions, contingency table data, and differences among means in analy-
ses of variance. The meaning of small, medium, and large effects remained
approximately the same across the various measures of effect size.

The effect size concept was used by Gene Glass (1976) in his pioneering
work on meta-analysis. However, as shown in Table 2, he used a sample
analogue of d in which the population standard deviation was replaced by the
sample standard deviation of the control group. He reasoned that if there were
several experimental groups, pairwise pooling of the standard deviations
would result in a different standard deviation for each experimental-control
contrast. Hence, the same size difference between experimental and control
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Table 3
Conversion Formulas for Measures of Effect Magnitude

Two-Sample Case Multisample Case
1 2 3 4

A , df(n1+n2)r2 2t A , o A /dﬁu;(l"—l)
1. = LR T b - = =
& mng + (1 - r%) Nni+np f 1-of N
’ A 2 (F-1
2. Tpb = _z__&_ =—-L (1)2= - deG )
gmm+m+md  NP+df l+?z dfsc (F-1)+N

d=2 ppp=.10 is a small effect* f=.10 ®*=.010 is a small effect®
3. {d=.5 ppp=.24 is a medium effect f=.25 ©’ =059 is a medium effect
d=.8 ppp=.37is alarge effect f=40 o’=.138is a large effect

a. ppb denotes the population point biserial correlation coefficient.

means would result in different effect size values when the standard devia-
tions of the contrasts differed. Larry Hedges (1981) had a different solution
to this problem. He pooled the standard deviations of the experimental groups
with that for the control group to obtain one standard deviation for all
contrasts. His pooled population estimator, shown in Table 2, is identical to
the usual within-groups mean square in analysis of variance.

Two categories of effect magnitude have been described thus far. The
leading researchers in this and related areas differ in their preferences for the
various measures. Fortunately, it is a simple matter to convert from one
category to the other. Several examples are shown in Table 3. In row 1,
column 1, for example, Hedges’s g is expressed as a function of the point
biserial correlation coefficient, r,,. Row 2, column 1 shows that the point
biserial correlation coefficient can be expressed as a function of Hedges’s g.
Guidelines are available for interpreting each of the measures of effect
magnitude as shown in row 3. Columns 2 and 4 of Table 3 show that each of
the measures of effect magnitude can be computed if a researcher knows the
value of the test statistic, say ¢ or F, its degrees of freedom, and the sample
sizes: information that should be contained in any research report.

Quantitative psychologists continue to search for ways to supplement the
null hypothesis significance test. Most of the attention has focused on
measures of strength of association and effect size. However, a variety of
other measures have been proposed. A number of these measures are listed
in the Other Measures column of Table 1. From an examination of the
literature, I have concluded that none of these measures has much appeal to
researchers in psychology and education.
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Table 4
Percentage of Journal Articles With One or More Measures of Effect Magnitude

Number of Articles Percentage Percentage Percentage Percentage
That Used an With 0 With 1 With 2 With2>3
Journal Inferential Statistic Measures  Measure ~ Measures  Measures

Journal of

Applied Psychology 57 23 47 21 9
Journal of

Educational

Psychology 49 45 27 20 8
Journal of

Experimental

Psychology, Learning

& Memory 111 88 11 1 0
Journal of

Personality and Social

Psychology 174 53 28 9 9

Reporting Measures of Effect Magnitude in the Literature

As we have seen, for more than 70 years, researchers have been encour-
aged to supplement reports of null hypothesis significance tests with meas-
ures of effect magnitude (Brewer, 1978; Cohen, 1988; Fisher, 1925; Fleiss,
1969; Rosenthal, 1978). Are researchers following this advice? To answer
this question, the 1995 volumes of four APA journals were examined. The
results of the examination are shown in Table 4. The table gives the number
of articles that used inferential statistics and the percentage of these articles
that contained 0, 1, 2, and 3 or more measures of effect magnitude. There is
considerable variability among the journals: 77% of the articles in the Journal
of Applied Psychology contained one or more measures of effect magnitude;
the comparable figure for the Journal of Experimental Psychology was only
12%. Before anyone concludes that authors of articles in the Journal of
Applied Psychology are more aware of the limitations of null hypothesis
significance testing, remember that these authors are more likely to use
regression and correlation procedures. Computer packages routinely provide
R? for these procedures. Authors in the Journal of Experimental Psychology
are more likely to use analysis of variance procedures. Computer packages
do not routinely provide measures of effect magnitude for these procedures.

The three most frequently used inferential procedures in the four journals
were analysis of variance, the ? test for means, and regression analysis. The
average number of inferential tests per article was similar for the four journals.
The Journal of Experimental Psychology, Learning and Memory had the
fewest number per article, 2.3; the Journal of Educational Psychology had
the most inferential tests per article, 3.6.
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Table 5
Reporting Frequency for Measures of Effect Magnitude

Journal of Journal of
Journal of Journal of Experimental Personality and
Applied Educational Psychology, Social

Measure Psychology  Psychology  Learning & Memory  Psychology X
Variance-

accounted-for 19 21 4 43 87
R 25 14 3 30 72
r 0 2 3 24 29
R 4 4 0 14 22
42 6 3 0 3 12
dgg 3 2 2 4 11
pb 1 0 0 6 7
pr 1 0 0 5 6
(473 4 1 0 0 5
1l 0 2 0 2 4
r 1 0 1 1 3
Odds ratio 1 0 1 1 3
Kendall’'s W 1 0 0 1 2
p? 0 0 0 1 1
Relative risk 0 0 0 1 1
Tang’s 1 0 0 0 1

What measures of effect magnitude do researchers report? A summary of
the measures in the four journals is shown in Table 5. The general category
“variance-accounted-for” was used whenever an article used the phrase
“variance accounted for” and did not specify a particular statistic such as R?,
eta squared, and so on. The failure to identify the statistic used to determine
the variance-accounted-for is only one of many examples of sloppy reporting
in the literature. The second most frequently cited measure is R%. Together,
variance-accounted-for and R? represented 60% of the 16 measures that were
used. This is not surprising considering that regression programs in stat
packages always report R®.. Measures that are not routinely provided in
statistics packages such as Hedges’s g and Hays’s @’ rarely appeared in the
four journals.

Practical Significance, an Alternative

As we have seen, the null hypothesis significance test is often misinter-
preted. One response to this unfortunate state of affairs is to admonish
researchers to clean up their act, start interpreting significance tests correctly,
and get on with the business of science. I believe that even when a signifi-
cance test is interpreted correctly, the business of science does not progress
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as it should. This is not a new observation. Critics have been saying it for
years. For example, Frank Yates (1951), a contemporary of Fisher, observed
that the use of the null hypothesis significance test

has caused scientific research workers to pay undue attention to the results of
the tests of significance that they perform on their data and too little attention
to the estimates of the magnitude of the effects they are investigating. . . . The
emphasis on tests of significance, and the consideration of the results of each
experiment in isolation, have had the unfortunate consequence that scientific
workers often have regarded the execution of a test of significance on an
experiment as the ultimate objective. (pp. 32-33)

A more strongly worded criticism of null hypothesis significance testing
was written by Paul Meehl (1978):

I believe that the almost universal reliance on merely refuting the null hypothe-
sis as the standard method for corroborating substantive theories in the soft
areas is a terrible mistake, is basically unsound, poor scientific strategy, and
one of the worst things that ever happened in the history of psychology.
(p. 817)

The criticism that an emphasis on null hypothesis significance tests detracts
researchers from the main business of science—interpreting the outcome of
research, theory development, and so on—is shared by many researchers
(Cohen, 1994; Dar, 1987; Schmidt, 1996b; Thompson, 1996; Tukey, 1991).

What does a researcher learn from a failure to reject the null hypothesis?
Because all null hypotheses are false, John Tukey (1991) observed that a
nonrejection simply means that the researcher is unable to specify the
direction of the difference between the conditions. On the other hand, a
rejection means that the researcher is pretty sure of the direction of the
difference. Is this any way to develop psychological theory? I think not. How
far would physics have progressed if their researchers had focused on
discovering ordinal relationships? What we want to know is the size of the
difference between A and B and the error associated with our estimate;
knowing that A is greater than B is not enough.

The computation of a point estimate of the difference between A and B
and a confidence interval for that difference requires no more information
than a null hypothesis significance test. A confidence interval contains all of
the information provided by a significance test and, in addition, provides a
range of values within which the true difference is likely to lie. It is important
to understand that a confidence interval is just as useful as a null hypothesis
significance test for deciding whether chance or sampling variability is an
unlikely explanation for an observed difference. Furthermore, a point esti-
mate and confidence interval use the same unit of measurement as the data.
This facilitates the interpretation of results and makes trivial effects harder
to ignore. However, in spite of the superiority of confidence intervals, they
rarely appear in psychology and education journals. What we see is a reject-
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nonreject decision strategy that does not tell us what we want to know and a
preoccupation with p values that are several steps removed from examining
the data.

Consider a researcher who believes that a medication will improve the
intelligence test performance of Alzheimer patients. She randomly assigns
12 patients to experimental and control groups and administers the medica-
tion to the experimental group and a placebo to the control group. In due time,
she administers an intelligence test to the patients and computes a ¢ test,
1(10) = 1.61, p = .14. To her dismay, the p value is larger than .05, which
means that the null hypothesis cannot be rejected. What’s wrong with this
typical scenario? The researcher focused on the null hypothesis and p value
without asking whether the data supported her scientific hypothesis. Unfor-
tunately, a result that is not statistically significant is interpreted as providing
no support for the scientific hypothesis, even though the data are consistent
with the hypothesis. Suppose that the mean for the experimental group is 13
IQ points above that for the control group. This information should make any
rational researcher think that the data provides some support for the scientific
hypothesis. In fact, the best guess that can be made is that the population
mean difference is 13 IQ points. A 95% confidence interval for the population
mean difference indicates that it is likely to be between —6.3 and 32.3 IQ
points. The nonsignificant ¢ test does not mean that there is no difference
between the IQs; all it means is that.the researcher cannot rule out chance or
sampling variability as an explanation for the observed difference.

The appeal of null hypothesis significance testing is that it is considered
to be an objective, scientific procedure for advancing knowledge. In fact,
focusing on p values and rejecting null hypotheses actually distracts us from
our real goals: deciding whether data support our scientific hypothesis and
are practically significant or useful. For measuring scales that are familiar,
such as the IQ scale, a point estimate of a difference and confidence interval
can be used to decide whether results are trivial, useful, or important. It is
true that an element of subjectivity is introduced into the decision process
when researchers make this kind of judgment. And the judgment inevitably
involves a variety of considerations, including the researcher’s value system,
societal concerns, costs and benefits, and so on. However, I believe that re-
searchers have an obligation to make this kind of judgment. No one is in a
better position than the researcher who collected and analyzed the data to
decide whether or not the results are trivial. It is a curious anomaly that
researchers are trusted to make a variety of complex decisions in the design
and execution of an experiment, but in the name of objectivity, they are not
expected or even encouraged to decide whether data are practically significant.

Decisions regarding scientific hypotheses and practical usefulness are less
straightforward when a measuring scale involves unfamiliar units. In such
cases, it is necessary to (a) compute an effect magnitude and a confidence

Downloaded from epm.sagepub.com at Edinburgh University on June 10, 2012


http://epm.sagepub.com/

756 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT

interval for that effect magnitude and (b) develop guidelines for deciding
whether the effect magnitude is useful. A variety of measures of effect
magnitude are available to researchers. And considerable progress has been
made in developing unbiased estimators of effect magnitudes and associated
confidence intervals. For example, Hedges and Olkin (1985) have derived an
unbiased estimator of d and an exact confidence interval for the estimator.
Similar results have been obtained for other effect magnitude parameters
(Fleishman, 1980; Fowler, 1985). With respect to determining the practical
significance of results, Cohen’s definitions of small, medium, and large
effects represent a good beginning. However, much more systematic research
is needed to extend his work. Certainly, the task of scaling practical signifi-
cance is no more difficult than scaling other variables in psychology and
education. It is important to not sanctify effect size numbers such as .2, .5,
and .8 as has been done with the .05 and .01 levels of significance. If practical
significance is to be a useful concept, its determination must not be ritualized.

Let’s return to the Alzheimer experiment. Recall that the IQ of the
experimental group was 13 points higher than that of the control group.
Following Hedges and Olkin (1985, pp. 81-91), an unbiased estimate of
Cohen’s d is .86, which suggests that the difference represents a large effect.
Anyone who has worked with intelligence tests probably would agree that
13 IQ points is a large effect. An exact 95% confidence interval for our .86
estimate is from —.3 to 2.0. As we have seen, the data provide considerable
support for the researcher’s scientific hypothesis, although she cannot rule
out chance sampling variability as a possible explanation for the difference.
Will the results replicate? Are they real? There is only one way to find out:
Do areplication. Does the medication appear to have promise with Alzheimer
patients? I think so. Notice the difference in our reasoning process when we
shift attention from the ¢ test and p value to deciding whether the data support
our scientific hypothesis and are useful. Our science has paid a high price for
its ritualistic adherence to null hypothesis significance testing.

APA Review of Null Hypothesis Significance Testing

In spite of repeated criticisms of null hypothesis significance testing, the
procedure continues to dominate psychological and educational research.
According to Schmidt (1996a), there is reason to believe that the situation
will change. The APA Board of Scientific Affairs recently appointed a task
force to study the desirability of phasing out the use of null hypothesis
significance testing in course texts, journal articles, and so on. The board,
which is seeking the involvement of AERA, APS, Division 5, the Society for
Mathematical Psychology, and the American Statistical Association, appears
to be very receptive to the idea of doing away with null hypothesis signifi-
cance testing. If such arecommendation ultimately comes from the task force,
the change could be phased in over several years by changing the instructions
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to authors in psychology and education journals. This change would cause a
chain reaction: Statistics teachers would change their courses, textbook authors
would revise their statistics books, and journal authors would modify their
inference strategies. The winds of change are about us. Many researchers
share the belief that if our science is to progress as it should, we must get over
our obsession with null hypothesis significance tests and focus on the
practical significance of our data. The appointment of the task force may mark
the beginning of a more enlightened approach to the interpretation of data.
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